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Abstract: The object case inflection in Koalib (Niger-Congo) represents complex
patterns that involve phoneme position, syllable structure, and tonal pattern. Few
attempts have beenmade with qualitative and quantitative approaches to identify
the rules of the object case paradigms in Koalib. In the current study, information
on phonemes, tones, and syllables are automatically extracted from a Koalib
sample of 2,677 lexemes. The data is then fed to decision-tree-based classifiers to
predict the object case paradigms and extract the interactive patterns between the
variables. The results improve the predicting accuracy of existing studies and
identify the case paradigms predicted by linguistic hypotheses. New case para-
digms are also found by the computational classifiers and explained from a lin-
guistic perspective. Our work demonstrates that the combination of linguistic
theoretical knowledge with machine learning techniques can become one of the
methodological approaches for linguistic analyses.
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1 Introduction

The main goal of this paper is to identify (i) the main categories of object case
paradigms in Koalib (ii) the information relevant for predicting those categories.
The Koalib language has 100,000 speakers that are mainly found in the Nuba
Mountains, which covermost of the Province of South Kordofan, in the Republic of
Sudan (Quint 2010a). The language is generally affiliated to the Heibanic (or
Heibanian) group of the Kordofanian branch of the Niger-Congo language family
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(Quint 2020; Schadeberg 1981), which is the biggest language family in theworld in
terms of individual languages.1 This study focuses on the Rere variety of Koalib,
spoken in the center of the Koalib linguistic area and considered as the basis of
written modern Koalib. The linguistic data available for Koalib and the sur-
rounding languages are still quite limited due to different factors, the most sig-
nificant of which are a difficult access to the field, a high number of typologically
idiosyncratic features, and a considerable linguistic diversity (Dimmendaal 2015;
Quint 2006, 2020). Indeed the Nuba Mountains qualify as one of the most impor-
tant hotspots for linguistic diversity: as shown in Figure 1,2 in the NubaMountains,
alongside Koalib and other Heibanian languages, many more languages are
spoken in this small geographical area and it is common for each language to have
several dialects, rendering more challenging the task for descriptivists. Moreover,
the structure of a Kordofanian language such as Koalib is rather complex due to the
extensive use of tones (especially in morphology), vowel harmony, noun classes,
and a rich inflectional morphology (Quint and Ali Karmal Kokko 2009). Thus, a
computer-assisted approach could provide additional insight to reveal hidden
patterns of the language system.

Figure 1: A geographical overview of Koalib and its neighbor languages in the Nuba Mountains
(Sudan).

1 The affiliation of Kordofanian to Niger-Congo is not uncontroversial in the literature, as the lack
of large-scale and consistent linguistic data may have induced chance resemblance (Hammar-
ström 2013; Hammarström et al. 2019).
2 https://commons.wikimedia.org/wiki/File:Map_of_the_languages_of_the_Nuba_Mountains.
svg.
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TheKoalib tonal systemdistinguishes two register tones and twomain contour
tones. The register tones are low (L) and high (H), whereas the most common
contour tones are falling (F) and raising (R) (Quint and Ali Karmal Kokko 2009).
A F tone starts as H and ends in L and a R tone starts as L and ends in H. L and H are
the default tones, whereas contour tones are quite rare in Koalib due to their more
complex pattern. In the current study, tones are indicated by accents marked
above vowels, c.f., [à] for L, [á] for H, [â] for F, and [ǎ] for R. Vowel harmony implies
that vowels in a given word can only belong to one and the same set. Two vowel
harmonic sets can be identified based on height (and possibly on tongue root
position): (i) a high set comprising with /i/, /ɐ/, and /u/ and (ii) a low set
comprising with /e/, /ε/, /a/, /ɔ/, and /o/. Finally, Koalib also uses a grammatical
system of noun classes, which functions in a similar way as the grammatical
gender system found in Indo-European languages (Corbett 1991, 2013). Nouns in
Koalib are affiliated to 13 different noun classes according to different semantic
criteria (Quint 2013, 2022). For instance, class /ŋ/ mostly refers to liquids, class
/kw/ (PL /l/) to human beings, class /t/ (PL /r/) to long objects etc. The affiliation of a
noun to a specific noun class triggers grammatical agreement in other elements of
the clause.

Koalib also has a nominal declension, with two cases, subject and object. The
subject case is the unmarked case in Koalib, whereas the object case (i.e., the
accusative case) is either also unmarked or indicated by a suffix and/or a change of
the tonal pattern. As an example, in (1a), ‘sheep’ is the subject of the clause; it is
unmarked and codes for the subject case. In (1b), ‘sheep’ is the object of the clause
and undergoes a change in form and tonal pattern: the suffix [è] is added and the
tonal pattern changes from HL to LHL, with an additional toned syllable on the
suffix.

(1) Example of object-case inflection in Koalib

a. káaŋàl ŋkó kè-pèetò
sheep.S DEM.CLF.PROX CLF-be.white.PFV
‘This sheep is white’

b. Kwókkò kwèm-ɛ̀εcέ kàaŋálè ŋkó
Kwókkò CLF.PRF-see sheep.O DEM.CLF.PROX
‘Kwókkò has seen this sheep’

The object case inflectional paradigm is generally considered hard to identify since
it involves an interaction of several features mentioned below. Four main types of
object case inflection can be found: (i) ‘same form between the subject and object
case’ (ii) ‘suffixation’ (iii) ‘tone change’ (i.e. change of tonal pattern) (iv) ‘both
suffixation and change of tonal pattern’. Table 1 shows an overview of the four
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types in terms of ratio based on observations in previous studies (Boychev 2013;
Quint 2010b). As an example, the change from kwìcì to kwícì does not involve any
segmental modification, but its tonal pattern changes from LL (subject) to HL

(object). The noun is thus labeledwith the case paradigm ‘tone change’. In terms of
distribution, a small fraction of the nouns only undergo a tone change,whereas the
three other types display a similar ratio.

Previous studies investigated the object case paradigms resorting to both
qualitative and quantitative approaches. Qualitatively, semantically motivated
markers are scarce but easily identifiable. For instance, the object case of proper
nouns is consistently realized with the /ŋwó/ suffix. Moreover, the high number of
parameters that must be taken into account in order to correctly predict the object
form of a given noun renders it quite difficult to find the rules for a human brain.
That is the reason why the first author of this paper (a descriptive linguist) began
quite early to collaborate with computer linguists, such as Boychev. Quantita-
tively, rule-based classifiers have been used as an attempt to generate the object
case paradigms in Koalib (Boychev 2013). These rule-based classifiers consider
suffixation and tone change separately. Their average reported accuracy is 66% on
a dataset of 1,200 Koalib nouns with a majority baseline of 30%. We further
develop these analyses by extending the use of computational methods and
expanding the linguistic analysis of the results.

2 Materials and methods

Themain source of data in this study is aKoalib corpus collected by the first author,
who has conducted fieldwork on the language for more than 20 years, including
15 months of immersion among Koalib speakers and 13 more months spent with
Koalib speakers outside the Koalib community. The corpus includes conversations
and narratives (approximately 2 h 30 min of recordings, which have been tran-
scribed and aligned), aswell as elicitations and the systematical scrutiny of several

Table : Main types of object-case inflection in Koalib. The data and examples are from a sample
of , nouns in Koalib (Boychev , p. ).

Type Ratio Subject form Object form

Same form % ŋèráaɽà (sauce) ŋèráaɽà (sauce)
Suffixation % kòţţó (gourd) kòţţóŋé (gourd)
Tone % kwìcì (person) kwícì (person)
Both % kwòtlòm (jackal) kwótlòmá (jackal)
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books (The New Testament 1967, 1993), pedagogical materials (Abdalla and Komi
2000; Abdalla Omer et al. 1995, 1998), and stories (Karshola Omar et al. 2000; Kodi
2000; Suliman 2000) published in Koalib. These publications represent in all a
corpus of 600,000 words. We do not list the detailed ratio of genres and/or reg-
isters since the current study focuses on case marking, which is not subject to
change under different genres and/or registers in Koalib. Furthermore, we
acknowledge that this Koalib corpus is relatively small compared to languages
with a large amount of data available (such as English). Nevertheless, we point out
once again that this is precisely one of the challenges for working on less-
documented languages. Finally, to further enhance the data available for the
current analysis, while the paradigms that we are investigating here were mostly
extracted from this corpus, a minority of missing cells were filled through elici-
tation sessions.We consider that this process of elicitation is not likely to introduce
biases in the data, since the current study analyses case marking paradigms
without considering the discourse frequency of each individual noun. Note also
that this corpus is not yet publicly available as its content is in course of publi-
cation (Quint and Ali Karmal Kokko 2022).

Information on 2,677 nouns is extracted from the corpus. The data includes
information on the lexeme, case, etymology, noun type (e.g. deverbal, proper
noun), noun class, and animacy. The lexeme refers to the unmarked subject form
(Quint and Ali Karmal Kokko 2009). The case refers to the noun form in the object
case, e.g. the entry cónţàŋ ‘lion’ (subject) is associated with the object form còn-
ţáŋè. Both forms are encoded in amostly IPA-based phonological orthography (pp.
189–210, 34; pp. 169–187, 41). The data is thus considered as a realistic phono-
logical representation of the nouns. The etymology indicates if the noun is a
loanword from foreign languages such as English (e.g. kɐ́pɐ̀n ‘shroud’ < English
coffin) or Arabic (e.g. àrcâc ‘bullet’ < Arabic raṣáaṣ ‘lead (metal)’ (for more details
about lexical borrowings in Koalib, see 37; 38). The noun type differentiates proper
nouns (e.g. Kwókkò ‘name of the first-born male child’), common nouns (e.g. ŋâo
‘water’), and deverbals (e.g. táakà ’marriage’ < àaké ’marry (a woman)’). The noun
class indicates the affiliation of the noun to a specific noun class. Finally, infor-
mation about the animacy of the referent of the noun is also provided, e.g., kwór
’man’ is counted as animate while kâl ‘stone’ is counted as inanimate. Figure 2
shows the distribution of each value in the different categories annotated in the
data.

Most of the nouns are common nouns (69%, 1,830/2,677), with 20% (546/
2,677) being proper nouns and 11% (300/2,677) being deverbals. In terms of ety-
mology, the majority of the nouns are affiliated to a Koalib source (84%, 2,253/
2,677), while most of the borrowed nouns can be traced back to the Arabic lan-
guage (15%, 393/2,677). Only a small portion of nouns (1%, 31/2,677) comes from
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English. In terms of animacy, half of the nouns are identified as inanimates (47%,
1,268/2,677), 17% (453/2,677) of the nouns are labeled as referring to animates,
while this status has not been specified for the remaining 36% (956/2,677).

2.1 Extracting information from the data

Information onphonemes and tones is extracted automatically for the change from
subject forms to object forms. Table 2 shows a sample of the encoded data. The first
two columns display the raw forms of the subject and object forms.3 The third
column encoding themeaning of thewords is shown in the current table in order to
ease reading of the paper. However, it is not included in the actual data. The fourth
column indicates the segmental changes, e.g., adding a suffix /a/ or /e/. The fifth
column indicates if a final toned syllable is added to the original tonal structure,
e.g., in thefirst row, the subject tonal scheme HB changes to HBH in the object case. A
final tone H is added. The sixth column marks the number of syllables on the
subject form of the word. The seventh column indicates if a change of tonal pattern

Figure 2: The distribution of main annotated categories in the data. The facets refer to the
etymology of the nouns. The abbreviations are interpreted as follows: A = animate,
IN = inanimate, NM = not mentioned, cn = common nouns, pr = proper nouns, dv = deverbals.

3 For practical purposes, the subject and object forms have been disharmonized in the database, i.
e. the high vowels /i, ɐ, u/ (see above Section 1) are represented like their low counterparts /e, a, o/.
This is motivated by the fact that there is no contrast between high and low vowels in the same
Koalibword andharmonydoes not seem toplay any role in case inflection. For instance, theKoalib
equivalent of English ‘termitary’, represented phonologically as /ɐ̀ɐtùm/ in the data, is coded in
our database as àatòm (see Table 4).
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occurs on the stem of the word, when inflected for object case. Finally, the eighth
columnmentions the change of tonal pattern on the stem if there is one. By way of
illustration, in the fourth row, the original subject tonal scheme HH changes to LL in
the object case. The cell of the eighth column is thus filled as ‘HH-LL’.4

The segmental and tone changes are encoded in such a way as to reflect the
information needed to derive object case paradigms. On the one hand, it is
necessary to know (i) if a suffix is added and (ii) if so what its tone is. On the other
hand, it is important to know (i) if the stem changes its tonal patterns and (ii) if so
how. The length of the word is potentially relevant to infer the changes of tonal
patterns. A glimpse at the distribution of these variables shows that segmental
changes involve less complexity in comparison with tone changes. Indeed, a
majority of segmental changes occur in word-final position. As shown in Figure 3,
five main types of segmental changes are found: ‘no changes’ (i.e., the object case
has exactly the same formas the subject case), ‘adding a suffix /a/’, ‘adding a suffix
/e/’, ‘adding a suffix / ŋwó/’, and ‘adding a suffix /ŋe/’. Only 2% (53/2,677) of the
phonemic changes are either (i) expressed by means of another suffix or (ii) found
word-internally. Due to their scarcity, the remaining suffixes and word-internal

Figure 3: Changes observed between subject and object case forms.

4 The seventh and the eighth columns contain similar information; however the two columns
were kept to assess if the presence/absence of tone change on the stem (column ‘Stem T’) is
sufficiently helpful for predicting the tonal paradigms or if more details about the tone changes
(column ‘Stem T change’ are required.
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changes aremarked as ‘Others’ in the data. Conversely, tone changes involvemore
complex patterns. The suffixes generally carry a tone that can vary depending on
the noun. For instance, báél HH ‘ghost, spirit’ changes to bàèlá LLH but léeɽé HH

‘rock’ changes to lèeɽéà LHL. Both nouns have an additional suffix in the object
case. However, the first nounhas a suffix /a/with a H tonewhile the second one has
a suffix /a/ with a L tone. More than half (61%, 1,636/2,677) of the object forms take
an extra H tone, the two other main categories being an extra L tone (8%, 226/
2,677), and ‘no additional tones’ (31%, 815/2,677), i.e., zero suffix.

The main categories of changes from subject to object case are then identified
based on the extracted information. Previous studies performed this taskmanually
based on linguistic knowledge (Boychev 2013). In the current study, the categories
are identified with automatic clustering. This choice is motivated by the fact that
the data in this study ismuch larger and complex than previous studies and there is
no existing study that provides a clear classification of nouns based on their
different types of object case marking. First, a Gower distance matrix (Gower 1971)
is generated based on the categorical variables listed in Table 2 (i.e. all columns
except Subject, Object, and Meaning, which are raw data). Then, this distance
matrix is fed to a hierarchical clustering algorithm. The algorithm starts by
assigning each token to its own cluster. Then, the closest pairs of points based on
the distances from the distance matrix are merged, and as a result the number of
clusters goes downby 1. The distance between the new clusters is then computed to
update the distance matrix. These two steps are repeated until all the tokens in the
data are merged into one cluster. During this process, the silhouette method
(Kaufman and Rousseuw 1990) is used to pinpoint the ideal amount of clusters. In
our case, the ideal amount of clusters is five since the silhouette width reaches
plateau at the number of five clusters. A detailed view of the generated clusters is
displayed in Table 3. The first cluster is further divided into subclusters based on
their similarities. It regroups nouns that tend to fulfill the following two conditions:
(i) their stemdoes not undergo any change of tonal pattern and (ii) they either have
no object suffix or take an object suffix with a H tone. While the silhouette method

Table : Encoding of subject and object forms in Koalib. The abbreviation T refers to tones. The
column ’Meaning’ is added for the reader’s comfort but is not included in the actual data.

Subject Object Meaning Suffix Suffix T Stem
syllable

Stem T Stem T
change

Kwéccè Kwéccèŋwó third-born girl -ŋwó H  Same None
lɔ̀bbɔ̂l lɔ̀bbɔ̂lá trap -a H  Same None
pèɽèár pèɽèáré ray (light) -e H  Same None
káɗɗény kàɗɗènyá blind person -a H  Different HH-LL
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suggests keeping this cluster as one unit, we follow the additional splits from
hierarchical clustering and split this cluster into subclusters during the analysis to
increase the transparency of the linguistic analysis. That is to say, from a linguistic
point of view, it is important to differentiate the cases where the stem does not
undergo any tone change but takes different suffixes. Therefore, the first cluster is
thus further split into subclusters that represent the use of different suffixes.5

Cluster 2 regroups nouns that tend to fulfill the following three conditions: (i) their
object suffix is either /a/ or /e/, (ii) their object suffix carries a L tone and (iii) their
stem undergoes a change of tonal pattern. Cluster 3 has nouns that strictly fulfill
the following two conditions: (i) they do not take suffixes in the object case but (ii)
their stem undergo a change of tonal patternwhen inflected for object case. Cluster
4 comprises nouns that strictly fulfill the following two conditions: (i) they take a
/a/ suffix with a H tone and (ii) their stem undergo a change of tonal pattern when
inflected for object case. Finally, cluster 5 regroups the ‘outliers’ that displayword-
internal changes and/or exceptional suffixes for the object case.

To sum up, the first cluster and its subclusters represent the nouns that are the
most regular. These nouns do not change the tonal pattern of their stem and either

Table : An overview of the clusters for case paradigms in Koalib. The abbreviation T refers to
tone. Due to space limitation, only the largest categories of each variable are listed (for more
details about the content of each cluster, see Section .).

Cluster Suffix Suffix T Stem T Stem T change Size Ratio

 - (%) None (%) Same (%) None (%)  .
a -a (%) H (%) Same (%) None (%)  .
e -e (%) H (%) Same (%) None (%)  .
ŋwó -ŋwó (%) H (%) Same (%) None (%)  .
ŋe -ŋe (%) H (%) Same (%) None (%)  .
Others Others (%) H ( items) Same (%) None (%)  .
 -a (%), -e (%) L (%) Different (%) HL-LH (%),

LL-LH (%)
 .

 - (%) None (%) Different (%) HL-LL (%),
LL-HL (%)

 .

 -a (%) H (%) Different (%) HH-LL (%),
LL-HL(%)

 .

 Others (%) H (%) Different (%) HL-LL ( items),
F-L ( items)

 .

5 In the following text, we use the term ‘cluster 1’ (or alternately ‘subcluster 1’) for referring to the
first of these subclusters, i.e., the cluster inwhich there is no suffix andno tone change on the stem.
We use the term ‘first cluster’ for referring to the whole group of subclusters whose name begin
with the digit 1, i.e., 1 + 1a + 1e + 1swó + 1se + 1Others.
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(i) they take a suffix or (ii) they do not have any suffix in the object case, e.g. ŋèráaɽà
‘sauce’, which has only one form coding for both subject and object cases. Cluster 5
represents the few outliers of the system that have word-internal changes and/or
exceptional object suffixes. Nouns that do not take suffixes but have a change of tonal
pattern are regrouped in cluster 3, e.g., the subject noun kwìcì ‘human being’ and its
object counterpart kwícì. Clusters 2 and4 relate to nouns thatmostly take the /a/ suffix
andhave a change of tonal pattern on the stem. The tonal changes canalsobe roughly
identified per cluster. For the tonal patterns HL and LHL on the subject case, nouns in
cluster 2 change toLHandLLH respectively for their object casewhilenouns in cluster 3
change to LL and LLL for their object case (see also Section 4.1 below). Cluster 4mostly
involvesnouns that have consecutive HorL toneson their subject caseand take the /a/
suffixwith a H tone, e.g., the subject nounbáél ‘ghost, spirit’ and its object counterpart
bàèlá. An in-depth linguistic analysis of these clusters is provided in Section 4.

The main task of the classifier is to identify these clusters of case paradigms
based on information from the non-inflected (subject) nominal root, using factors
considered to have a significant impact on case-object inflection within the scope
of previous studies (Boychev 2013; Quint 2010b). The following information is
extracted automatically from the subject forms: word length, syllable structure,
tone structure, final tone, final phoneme tone, and final phoneme. A sample of the
final coding is shown in Table 4.6 Word length refers to the total number of pho-
nemes (or skeletal positions) in a noun. For instance, the word length of Áacè is 4.
Syllable structure refers to the skeletal annotation of nouns, where C stands for any
consonant and V for any vowel. As an example, the syllable structure of Áacè is
VVCV. Tone structure refers to the entire tonal pattern of the noun, e.g., the tone
structure ofÁacè is HL. Final tone refers to the last tone of the noun. As an example,
the final tone of Áacè is L. An additional variable is added to indicate if the final
phoneme of a noun carries a tone or not. For instance, the noun báél ends in the
consonant /l/, which in Koalib is not associated with tone. The last phoneme of
each noun is also annotated without the tone it may bear. As an example, the last
phoneme of Áacè is annotated as /e/. While the variable about the tone carried by
the final phoneme is likely to share information with the variable of final phoneme
(the final phoneme is more likely to carry a tone if it is a vowel), the two variables
are still both considered since some words may have a final vowel that does not
carry a tone in the transcription system designed for the corpus. For example,
Kéelàe ‘name of a neighborhood’. Finally, a given Koalib noun is considered as
‘saturated’ if it contains a VCCV or VVCV sequence in its stem. This factor is added
since saturation seems to be an important criterion of well-formedness for

6 The format of the data has been slightlymodified tofit in the table, the original format of the data
displays items as rows and features as columns.
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nominal, adjectival and verbal items in Koalib. The information on etymology,
noun type, noun class, and animacy is also extracted from the data.

It is important to point out that the information used to generate the clusters
(Table 2) involves the use of different suffixes, as well as tone change between
subject and object case, among others. This information involves details about the
object case itself. However, the information fed to the classifier (Table 4) is
restricted to information on the subject case, e.g., word length, CV structure, tone
structure, among others. That is to say, we are not using the same information to
generate the clusters and to identify them later on. For example, the information
about noun type is not used for generating the clusters but is fed to the classifiers.

As a summary, the different object case paradigms are extracted automatically
by comparing the subject cases with the object cases. Themain case paradigms are
identified with clustering methods. The classifier is then asked to predict the
cluster affiliation of each noun. The following subsection provides an overview of
the classifier used in this study.

2.2 Overview of the method

To allow for the extraction of transparent rules that could be assessed from a
linguistic perspective, deep learning approaches (Aharoni and Goldberg 2017;
Cotterell et al. 2018; Kann and Schutze 2016; Makarov and Clematide 2018) are not
used in the current analysis. On the other hand, we use classificationmethods that

Table : Encoding of subject forms in Koalib. The abbreviations are read as follows: pr = proper
noun, cn = common noun, A = animate, IN = inanimate, NM = not mentioned.

Type Example  Example  Example 

Subject form Áacè àatòm léóm
Meaning Aisha (name) termitary bird sp.
Etymology Arabic Koalib Koalib
Noun type pr cn cn
Noun class kw_ w_y l_ŋw
Animacy NM IN A
Word length   

Syllable structure VVCV VVCVC CVVC
Tone structure HL LL HH
Final tone L L H
Final phoneme tone L None None
Final phoneme e m m
Saturated Yes Yes No
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aremore transparent as to how the decisions aremade by themodel (Ahlberg et al.
2015; Sorokin 2016). More precisely, two decision-tree based classifiers are selected
to identify the interaction of the variables and their relative importance within the
data set. The first classifier is a single decision tree while the second classifier is
composed of several trees. For thefirst classifier, the decision tree is generatedwith
binary recursive partitioning (Breiman et al. 1984). That is to say, the data is
consistently partitioned to form binary groups that are as homogeneous as
possible. During each partitioning step, each variable is assessed and the variable
that can result in themost homogeneous split is used. This process is repeated until
the data cannot be split further.7 The decision tree is expected to show the hier-
archical interaction of the variables within the dataset. For instance, if both the
etymology and the animacy have a significant effect on distinguishing clusters, the
decision tree will showwhich of the two features has a prior predictive effect when
they are both considered.

The second classifier functions in a similar way as the first classifier but
builds a sample of 500 trees instead of only one tree, hence its name of random
forests.8 For each tree, a bootstrap sample of the entire data is used and a sample of
the variables is selected. That is to say, each tree in the sample of 500 trees is built
with a different bootstrap sample taken from the original data. For each tree, about
one-third of the cases are left out of the bootstrap sample and not used in the
construction of the tree. Then, the left out cases are used as a test set to assess the
performance of the tree and calculate the accuracy/error rate of the predictions.
There is thus no need for cross-validation or a separate test set to get an unbiased
estimate of the test set error, since it is estimated internally during the run. This
process of random sampling represents the main strength of decision-tree based
classifiers, as it makes them applicable on small-scale data and takes into account
the possible auto-correlation between variables (Tagliamonte and Baayen 2012).
The random forests classifier is also used to assess the relevance ranking of the
variables, which is obtained by calculating the average difference between the
estimate and the out-of-bag error without permutation. The larger the importance
of a variable, the more predictive it is. By way of illustration, if the accuracy of the

7 The hyper-parameters of the decision treewere set to its default as defined in the rpart R package
(Therneau and Atkinson 2019). The minimum number of observations that must exist in a node in
order for a split to be attempted was set to 20. The minimum number of observations in any final
nodewas set to the rounded value of 20/3 = 7. Themaximumdepth of the decision treewas set to 30
nodes.
8 The hyper-parameters of the classifier were set to its default, as defined in the randomForest R
package (Liaw and Wiener 2002). The number of trees was set to 500. The number of variables
randomly sampled as candidates at each split was set as the square root of the number of variables
in the data.
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classifier drops the most when it does not take into account the etymology, ety-
mology is considered to have the highest ranking within all of the variables.

The performance of the classifiers is assessed with two measures, the f-score
and the accuracy. On the one hand, the accuracy indicates the performance of the
classifier on the entire dataset. It is equal to the ratio of all the correctly retrieved
tokens within the entire data. This value is compared with two baselines: the
chance baseline and the majority baseline. The chance baseline represents the
accuracy a classifier would get by doing random guesses. This can be calculated as
the probability of the model predicting each cluster value multiplied by the
probability of observing each cluster occurrence. Based on the size of the clusters
listed in Table 3, this gives 0.253 × 0.253 + 0.177 × 0.177 + 0.07 × 0.07 + 0.207 ×
0.207 + 0.05 × 0.05 + 0.005 × 0.005 + 0.075 × 0.075 + 0.051 × 0.051 + 0.097 × 0.097
+ 0.007 × 0.007 = 16.5%. The majority baseline relates to the biggest category in the
dataset. Since the biggest cluster is cluster 1 (25.3%, 678/2,677), the computational
classifier could reach an accuracy of 25.3% simply by labeling all the nouns as
belonging to cluster 1. Thus, the accuracy of a classifier should exceed 16.5% (the
randombaseline) to be considered as acceptable and exceed 25.3% to be considered as
having good discriminatory power. On the other hand, the f-score (Ting 2010) is a
combination of two othermeasures: precision and recall. Precision is the percentage of
correctpredictionsof a targetedcategoryout of all predictionsof that category,whereas
recall quantifies how many tokens are correctly retrieved among all the expected
correct output. The twomeasures evaluate the output from two different perspectives.
These twomeasures are then combined into the f-score,which is theharmonicmeanof
the precision and recall, i.e., 2(recall × precision)/(recall + precision).

The quantitative analyses of this paper were conducted with the following R
(R-Core-Team 2021) packages listed in alphabetical order: cluster (Maechler et al.
2019), corpus (Perry 2017), data.table (Dowle and Srinivasan 2019), factoextra
(Kassambara and Mundt 2020), parsnip (Kuhn and Vaughan 2019), random
(Eddelbuettel 2017), randomForest (Liaw and Wiener 2002), randomForest
explainer (Paluszynska and Biecek 2017), readr (Wickham et al. 2018), recipes
(Kuhn and Wickham 2019), rpart (Therneau and Atkinson 2019), rpart.plot (Mil-
borrow 2019), rsample (Kuhn et al. 2019), Rtsne (Krijthe 2018), stringr (Wickham
2019), tidyverse (Wickham 2017).

3 Results

Two main results are obtained via the classification task. On the one hand, the
interaction of the variables in the entire dataset is visualized through a represen-
tative tree. On the other hand, the predictive power of all variables combined
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and/or taken individually is extracted by using the random forests classifier. It is
important to point out that the output of the single decision tree ismainly used as a
visualization tool to display the process of generating decision trees. The random
forest classifier is more powerful and is expected to capture more complex infor-
mation that the first classifier could have missed. The output of the random forest
classifier is thus the main component considered in our analyses.

3.1 Single decision tree

Themodel is first trainedwith 70%of the data to generate a decision tree. Then, this
tree is tested on the remaining 30% of the data. In other words, the decision tree is
used to predict the object case paradigms of the tokens in the test set, tokens which
have never been seen by the model. During this process, the train and test sets are
generated tomaintain the ratio of each cluster as in the entire data set. For instance,
since cluster 1 represents 25.3% of the data, the same ratio is found within both the
train and test sets. The decision tree generated based on the training set is shown in
Figure 4,which canbe read as follows: if thebranchgoes toward 1 (bigger than0.5) it
means TRUE, if the branch goes toward 0 (smaller than 0.5), it means FALSE. For
instance, starting from the root, if a noun is a proper noun (node 1 to 3), it is affiliated
to cluster 1ŋwó. The accuracy of the prediction is shown in the final node (node 3).
This prediction classifies 385 tokens, among which 384 are correctly classified.

In general, the tree indicates that information on the tone of the lexeme is the
most relevant in identifying clusters, since most information listed in the tree is
related to tones. For instance, the HH and LL patterns are generally affiliated to
cluster 4. Information on etymology, word length, final phoneme, and noun type is
also found in the tree. The other variables that are not shown in the tree are
considered as not relevant by the classifier. A more detailed linguistic analysis of
the decision tree is provided in Section 4.

To be sure that this tree is reliable, we need to assess its performance on pre-
dicting the cluster affiliation of nouns. The accuracy of the decision tree on this task
is 78.2%, which is far above the random baseline (16.5%) and the majority baseline
(25.3%).9 This shows that the classifier can actually find information relevant for
identifying object case paradigms in Koalib. For the current sampling, the training
and the test sets comprise of 1,876 and801 tokens respectively. The confusionmatrix

9 In order to avoid the risk of biasing the results by using any specific training and test sets, 10
different pairs of training and test sets were generated by randomly sampling the whole data set
and used to evaluate the classifiers. Due to the stability of the results across the 10 sampling
processes (average accuracy 79%with standard deviation of 0.8%), we can infer that the output of
the classifier is reliable. The results reported in this subsection are from the tenth sampling.
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shown in Table 5 matches with the decision tree and shows that the single tree
classifier is good at discriminating between tokens from clusters 1 and its sub-
clusters, 2, and 4. However, it seems to be pretty bad at identifying tokens from
clusters 3 and 5, as no correct tokens are identified for these two clusters.

The performance is good for most of the clusters that do not involve tone
change on the stem (e.g., cluster 1, 1a, 1e, among others). This is not surprising
since these clusters involve less changes for the object. The acceptable perfor-
mance on clusters 2 and 4 is also expected since these two clusters have different
behaviors in terms of the suffix and tone they take. Clusters 3 and 5 are basically
merged with cluster 1 by the classifier. The bad results on these two clusters can
partially be explained by their size, as they are the smallest clusters in the data and
thus provide less training material for the classifier. In terms of precision, recall,
and f-score, the precision is higher than the recall for cluster 2, while the recall is
higher than the precision for cluster 1 and 4. This observation shows that themodel
is generally correct when guessing that a noun belongs to cluster 2. However, it
does not find all nouns from this cluster. As an example, the classifier guesses that
64 nouns belong to cluster 2 (column 2). Among these 64 nouns, 66% (42/64) are
actually part of cluster 2. However, within all 66 nouns actually belonging to
cluster 2 (row 2), only 64% (42/66) are found by the classifier.

3.2 Random forests

The second classifier provides information about how relevant each variable is for
the classification task. The classification accuracy of the model is 83.3%, which is

Table : The confusion matrix of the decision tree on the test set. The columns are the predicted
values and the rows are the actual values. The last three columns show the precision (Pre), recall
(Rec), and f-score (F) on each cluster.

Cluster  a e ŋwó ŋe Oth     Pre Rec F

           . . .
a           . . .
e           . . .
ŋwó           . . .
ŋe           . . .
Oth           . . .
           . . .
           . . .
           . . .
           . . .
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slightly higher than the accuracy of the single decision tree. This implies that using
a more complex tool does capture additional information from the data, but not
much. Additional variables probably need to be added so as to significantly in-
crease the performance of the model. The confusion matrix and the precision/
recall/f-score for the predictions of the random forests is shown in Table 6.

In general, we observe a performance similar to the single decision tree. Both
classifiers can identify nouns from the first cluster and its subclusters, alongside
with nouns from cluster 2 and 4. However, they fail to distinguish nouns from
clusters 3 and 5. Nouns from both clusters 3 and 5 are almost entirely wrongfully
assigned to cluster 1. Nonetheless, we also observe an improvement of perfor-
mance for clusters 3 and 4, as their precision augments in comparison with the
single decision tree.

We can also visualize how ‘certain’ the model is when making decisions
(Figure 5). With random forests, the certainty level of the decisions is extracted by
the probability of votes across all trees. As an example, if 400 of the trees assign a
token to cluster 1, then the certainty of the decision is 400/500 = 80%. We see that
the model generally has a certainty level over 60% for correct decisions (except for
cluster 3) and has a certainty level ranging between 30 and 0% when wrong
decisions are made. This indicates that the model is almost certain when making
correct predictions and in doubt when making wrong decisions. This distribution
reflects that the model is going in the right direction: it is more certain about
decisions that turn out to be correct while it also knows that the decision is likely to
be wrong when it actually makes wrong guesses.

The individual importance of the variables can be assessed via the conditional
permutation-based variable importance. This process is expected to provide a

Figure 5: The certainty of the predictions from the random forests classifier.
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more faithful representation of the predictive power of the variables. If a variable is
consistently helpful in predicting the case paradigm of nouns in most of the data
subsets, it implies that this variable has a high importance for the classification
task. First, the frequency and the mean of the minimal depth for each variable
within all the 500 trees generated by the random forests are visualized. The min-
imal depth indicates how far is the nodewith a specific variable from the root node,
which is equal to aminimal depth of zero. If a variable is frequently close to the root
node, it is considered to have a high importance. The minimal depth of the top 10
most important variables is shown in Figure 6. The main relevant variables are
noun type, noun class, final phoneme,word length, and animacy. Noun types refer
in particular to the distinction between proper nouns and common nouns. The
noun class considered relevant by the model is kw(sg)_0(pl). One final phoneme
is pointed out by the model: /a/.

Partially similar results are found when using other measures. In Figure 7, the
variables are ranked according to their effect on the accuracy and the purity of the
nodes. On the one hand, themean decrease of accuracy indicates howmuchworse
the model performs without each variable. A high decrease implies that the vari-
able has a strong predictive power. On the other hand, the mean decrease of the
Gini coefficient indicates how each variable contributes to the homogeneity of the
nodes and the end of the tree. A high decrease of Gini coefficient when removing a
variable implies that this variable has a strong predictive power and therefore a
high importance.

Figure 6: Distribution of minimal depth and its mean from the random forests classifier.
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One first observation is that the slope of accuracy, and Gini coefficient are
rather different fromminimal depth. On the one hand, the minimal depth shows a
gradual decline. On the other hand, the decrease of Gini coefficient and accuracy is
quite abrupt within the first six variables, while the other variables are almost on a
similar level. In both threemeasures, the top six variables are themost relevant. As
an example, the decrease of Gini coefficient is very steep until the sixth variable,
after which it stabilizes. This means that removing the variables after the top sixth
variable only results in a small loss of accuracy. In terms of variables, as shown in
Table 7, the following items are consistently found within the top six variables of
the three measures: Noun types (common vs. proper nouns), and the final
phoneme /a/. This shows that these variables are considered to be the most stable
contributors to the performance of the model.

To sum up, the two decision-tree-based classifiers have a similar performance
of 78.2 and 83.3% on identifying the 10 clusters of object case paradigms in Koalib.

Figure 7: Accuracy and purity of the nodes from the random forests classifier.

Table : The importance of the variables in the random forests classifier. The highlights in italics
are the variables found in all three measures.

Minimal depth Decrease accuracy Gini coefficient

 proper noun proper noun proper noun
 class kw_ word length common noun
 common noun final phoneme a class kw_
 final phoneme a common noun final phoneme a
 word length final phoneme no tone final phoneme tone LH

 animacy unknown final phoneme tone LH final phoneme no tone
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The single decision tree allows us to visualize the hierarchical interaction between
the variables, while the random forests provide a ranking of importance for these
variables. In the following section, we analyze these results from a linguistic
perspective.

4 Linguistic interpretation of the results

In this section, we first provide a linguistic analysis of the clusters identified by
hierarchical clustering. Then, we compare the results of the decision-tree based
classifiers with previous studies. On the one hand, we compare the performance of
our models with previous studies using rule-based classifiers. On the other hand,
we compare the output of our models with linguistic studies to assess if our results
match with the linguistic literature and can provide novel insight in identifying
rules of object-case inflection in Koalib.

4.1 Linguistic analysis of the clusters

The clusters identified automatically (see Table 3) are extremely informative from
a linguistic point of view. Of the 678 nouns deprived of any type of object in-
flection included in cluster 1, (i) 592 nouns (87%) end in a vowel, the over-
whelming majority of which have a final low tone (514/592 = 87%). Furthermore,
450 of the 592 nouns (i.e. 76%) ending with a vowel end more specifically with a
final /à/, e.g. kérnà (S = O) ‘skin’. We can therefore infer that a final /a/ bearing a
low tone tends to block the appearance of any object marker. If we consider (see
Figure 3) that /a/ is the most common object suffix in the whole data, we can
assume that a final /a/ blocks the appearance of an object suffix due to phono-
logical rules (lack of contrast between the final phoneme of the subject form and
the most common object suffix); (ii) regarding the minority of cluster 1 nouns
ending with a consonant, a majority of them have a (L)n (with n ≥ 1) tone profile
and/or are unsaturated, i.e. they do not contain a VCCV or VVCV sequence in
their stem (see above additional explanation before Table 4), e.g. kèpèr CVCVC
(unsaturated) + LL (S = O) ‘side’, lòkwɔ̀m CVCVC (unsaturated)10 + LL (S = O)
‘crane sp. (bird)’, kéjáŋ CVCVC (unsaturated) + HH (S = O) ‘hot weather’, kàaràm
(saturated) + LL (S = O) ‘tick (arachnid)’. For this subcluster, syllabic structure

10 /kw/ counts as one consonant in the Koalib phonological system (Quint and Ali Karmal Kokko
2009, pp. 108–109).
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and tone pattern seem to be the main factors blocking the emergence of a case
inflection.

Regarding the 474 nouns of cluster 1a, the case suffix is always a high-toned
/a/. More than 86% (410/474) of the nouns have a final HL or F (ultimately
analyzable as HL) tone, 306 nouns (i.e. 306/474 = 65%) end with a consonant, and
217 (i.e. 217/474 = 46%) have an exogenous origin (either Arabic and/or English) a
proportion three times higher than the ratio of borrowings attested in the corpus
(see above Section 2). In other words, cluster 1a seems to regroup two kinds of
nouns: (i) items selected on a phonological basis, whose subject form ends with a
consonant and/or whose subject tone pattern ends with HL or F, e.g. lèrɔ́mpɔ̀l (S)
‘grass sp.’ > lèrɔ́mpɔ̀lá (O), kɔ̀ɔkε̂ (S) ‘bird sp.’ > kɔ̀ɔkε̂á (O) and (ii) items selected on
the basis of their exogenous origin (borrowings), e.g. céjèn, realized as [ʃíɟìn] (S)
‘jail’ (< Sudanese Arabic síjin) > céjèná [ʃíɟìnɐ́] (O), kε̂k (S) ‘cake’ (< English
‘cake’) > kε̂ká (O).11 Note that cluster 1a does not enclose any noun whose subject
form ends with /a/, which confirms the observation made for cluster 1.

All 205 nouns of cluster 1e end with a consonant. They can be divided into
two sets or subclusters according to the tone of their case suffix: (i) a majority
(184/205 = 90%) have a high-toned /e/ suffix. Almost all of these nouns
(176/184 = 96%) have a subject form ending with a LH sequence, e.g. kɔ́llòkwɽɔ́r HLH
(S) ‘wild bean’ > kɔ́llòkwɽɔ́ré (O), and almost one half (81/176 = 46%) end with /ŋ/,
e.g. kwàaɽáŋ LH (S) ‘whea’ > kwàaɽáŋé (O); (ii) the remaining 21 nouns have a low-
toned /e/ suffix. All of themhave a subject form that endswith a low tone (L) and all
but two have low isotonic tonal patterns (i.e. Ln with n ≥ 1), e.g. lòmòr (S)
‘stick’ > lòmòrè (O). Also, most of the members of this subcluster (13/21, i.e. two
thirds) have unsaturated subject forms. In other words, both subclusters 1é and 1è
are obviously quite consistent and their members seem to be ascribed to each of
them on phonological bases.

As said above, cluster 1ŋwó obviously owes its existence to semantics, as
nearly all of its 555 members (544/555, i.e. 98%) are proper nouns, mainly
anthroponyms, e.g. Kwókkò (S) ‘first-born male’ > Kwókkòŋwó (O) and place
names, e.g. Kálkè (S) ‘Delami (Koalib city)’ > Kálkèŋwó (S). As to the remaining
members of the cluster, they can be accounted for by the fact that the object suffix
/ŋwó/ is also used as a default marker to inflect non-prototypical nouns for object.
In our data base, this applies to deverbal nouns such as óŋnè [úŋnì] (S) ‘blackness’
(< óŋnè [úŋnì] ‘be(come) black’) < óŋnèŋwó [úŋnìŋwú] (O) which, contrary to most
deverbals, are produced directly from the centrifugal imperfective form of the verb

11 Note the fact that many exogenous nouns are found in cluster 1a is also linked with the high
proportion of final HL and F tone sequences among these nouns. For more details about tonal
integration and case inflection of Koalib borrowings, see Quint (2018).
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without any added segmental morphology (i.e. by amere conversion process). The
only common noun (or non-deverbal) of the database, nyɔ̀kkɔ̂ŋ ‘asking small
amounts (of money or other things) to other people’ is itself an expressive deri-
vation from the adjectival basis ɔ̀kkɔ̀ ‘few’ and therefore cannot be held either as a
prototypical noun, which most certainly accounts for its being inflected for object
with a /ŋwó/ suffix. Only two nouns labeled as proper nouns in the database do not
take /ŋwó/ for their object case, namely Állà (S) ‘God’ (> Àllà (O), with tonal
inflection) and kícɐ̀ ‘Fido (dog’s name)’. Regarding Állà (borrowed from Arabic),
the absence of /ŋwó/ is probably linked with the specific limits of the semantic
category of proper nouns in Koalib, as the name of one of the most famous
traditional deities of the Koalib country (located in the town of Dere (Arabic)/
Kwánţàŋ (Koalib)), tîiɽù (S) (> tîiɽùɐ́ (O)) also has no /ŋwó/ object suffix. Therefore,
what appears is that divine entities do not belong to the semantic category of
proper nouns in Koalib and that Állà should probably be considered as a common
noun in Koalib. The exceptional behaviour of kícɐ̀ is harder to explain, as other
frequent dog’s names such as Jákcɔ̀n (S) (< Michael Jackson) (> Jákcɔ̀nŋwó (O)) do
have a /ŋwó/ object.

Cluster 1ŋe is a very consistent category: all of its 136 members have a high-
toned object suffix /ŋé/ and their subject form ends bothwith a vowel andwith a LH
or FH (ultimately analyzable as HLH) tone sequence, e.g. kwèpàanyá LLH (S)
‘foreigner’ > kwèpàanyáŋé (O), kwôrró FH (S) ‘turtledove’ > kwôrróŋé (O). Therefore,
cluster 1ŋe is clearly linked to phonological factors.

Cluster 1Others regroups only a dozen nouns,which are clearly exceptions and
donot seem to pattern together.Most of 1Othersmembers display either an internal
change of the stem, e.g. lèr (S) ‘type of hat’ > lèrrè (O), kél (S) ‘seed hole’ > kéelé
(O) or an exceptional object suffix, e.g. kwέkkɛ̀ (S) ‘member of a specific Koalib
subtribe’ > kwέkkɛ̀ŋá (O) (suffix ŋá) or both, e.g. kwào (S) ‘woman’ > kwàeò (O)
(suffix ò + change of the subject stem). Note that most nouns belonging to this
cluster are monosyllabic.

Cluster 2 regroups several morphological patterns and subclusters, most of
which exhibit /e/ or /a/ as object suffixes: (i) the dominant one (83/200 = 42%)
comprises nouns whose subject form ends with a HL or HLL sequence, which are
nearly all saturated (67/83), and which all end with a consonant. In this case, the
object form always has a low-toned vowel and ends with a LHL sequence (for
subject ending in HL) or LLHL sequence (for subject ending in HLL). From a tonal
point of view, it seems that the tonal sequence HL just moves to the rightmost edge
of the noun when inflected for object case. From a segmental point of view, if the
last vowel of the subject form is /a/, then the object suffix is generally /e/,
e.g. káaŋàl HL (S) > kàaŋálè LHL (O), ţàbéllàŋ LHL (S) ‘little finger/toe’ > ţàbèlláŋè
LLHL (O). Conversely, if the last vowel of the subject form is not /a/, then the case
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suffix is generally /a/, e.g. lέtmɛ̀n HL (S) ‘bean’ > lɛ̀tmέnà LHL (O), kwótkòròny HLL (S)
‘member of a specific Koalib subtribe’ > kwòtkòrónyà LLHL (O); (ii) the second
subcluster comprises with 38 nouns (38/200 = 19%) whose subject form has an
isotonic LL or LLL tone-pattern, a generally unsaturated syllabic structure (25/38)
and in most cases (32/38) a final consonant. From a tonal point of view, the object
form is regularly (L)LHL, where the last syllable of the stem is raised to H and
the object suffix bears a low tone. From a segmental point of view, if the last
vowel of the subject form is /a/ or if its last consonant is /n/ or /r/ (i.e. a dental
non-obstruent), the case suffix is generally /e/, e.g. kèbàŋ LL (S) ‘cave’ > kèbáŋè LHL
(O), ţòɽòn LL (S) ‘ground squirrel’ > ţòɽónè LHL (O), kwòɗòr [kwùɗùr] LL (S)
‘monster’ > kwòɗórè [kwùɗúrì] LHL (O). Conversely, if the last vowel of the subject
form is not /a/ and if the last consonant is not /n/ or /r/, then the object suffix
is always /a/, e.g. lèrɔ̀ny LL (S) ‘spring (water)’ > lèrɔ́nyà LHL (O); (iii) still another
clear subcluster appears for 8 nouns (4% of cluster 2), whose subject form has a HL
tone pattern, an unsaturated syllable structure and a final consonant and whose
object form has a /e/ suffix and a LLL tone pattern, e.g. kóròn HL (S) ‘wind’ > kòrònè
LLL (O).

Cluster 3 regroups the 137 items whose case inflection is expressed only by a
tone change. A huge majority of these items end with a vowel (134/137 = 98%),
mostly /a/ (94/137 = 69%), and they are saturated (116/137 = 85%). Two main
subclusters can be distinguished: (i) a dominant one (83/137 = 61%) whose subject
tone contains a HL or D sequence that is lowered to LL or L in the object form and
where final /a/ is clearly dominant (75/83 = 90%), e.g. kéŋlà HL (S) ‘sorghum
spikelet’ > kèŋlà LL (O), kèpérttà LHL (S) ‘river bed’ > kèpèrttà LLL (O), kwóntònà HLL
(S) ‘member of a Koalib tribe’ > kwòntònà LLL (O), têa D (S) ‘tail’ > tèa L (O), kâaɽà DL
(S) ‘splinter’ > kàaɽà LL (O); (ii) a subcluster (38/137 = 27%) characterized by the
opposite tonal profile, where the subject form contains a LL or L sequence which
changes to HL or F (i.e. an underlying HL) respectively and where final /a/ is not the
norm (12/38 = 32%), and whose members are nearly all disyllabic (three excep-
tions), e.g. kɛ̀lmɛ̀ LL (S) tortoise > kέlmɛ̀ HL (O), ŋèa L (S) ‘poison’ > ŋêa F (O).

Cluster 4 regroups almost exclusively (254/260 = 98%) items whose object
forms have a final suffix /a/ with high tone. Several subclusters can be distin-
guished: (i) 145 items (i.e. 145/260 = 56%), nearly all saturated, have an isotonic
subject stem (H)n (with n ≥ 2) that becomes (L)n when inflected for object,
e.g. káŋkór [kɐ́ŋgúr] HH (S) ‘hyena sp.’ > kàŋkòrá [kɐ̀ŋgùrɐ́] LLH (O), lébárttó HHH (S)
‘round pebble’ > lèbàrttòá LLLH (O); (ii) 88 items (i.e. 88/260 = 34%), nearly all
saturated, have an isotonic subject stem (L)n that becomes H(L)n − 1 when
inflected for object, e.g. lòrkò LL (S) ‘knee’ > lórkòá HLH (O), kèjɛ̀εɽɛ̀ny LLL (S)
‘stream’ > kéjɛ̀εɽɛ̀nyá HLLH (O); (iii) 17 items (i.e. 7%) have a subject form with a
HL profile, a generally unsaturated stem (only two exceptions), a final vowel
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(one exception), and in most cases a final long vowel or a final vowel sequence of
at least two vowels (four exceptions). When inflected for object, the stem takes on
a LL tone pattern, e.g. kwétɛ̀ɛ HL (S) ‘antelope sp.’ > kwètɛ̀εá LLH (O), kémào
[kímɐ̀u] HL (S) ‘snake’ > kèmàoá [kìmɐ̀uɐ́] LLH (O).

Cluster 5 includes 19 items: (i) 10 are monosyllabic, all of which display a stem
change, e.g. lân (S) ‘sorghum grain’ > làaná (O) and most of which also have
exceptional case suffixes, e.g. kwór (S) ‘man’ > kwòoró (O), ŋên [ŋîn] (S)
‘blood’ > ŋèenáŋé [ŋìinɐ́ŋí] (O); (ii) all remaining nouns are disyllabic and at least
five are slightly irregular variants of subcluster (iii) of cluster 4, e.g. kéɽòo HL

(S) > kèɽòá LLH (O) (expected *kèɽòoá according to the main pattern of cluster 4,
subcluster (iii)).

The different morphological patterns discussed across the clusters are sum-
med up in Table 8. If we leave aside cluster 1Others and 5, which are catch-all
categories, the other eight clusters (1, 1a, 1e, 1ŋwó, ŋe, 2, 3, 4) enclose 17 sub-
clusters and dominantmorphological patterns (such as (i) + à and (i) + è for cluster
2). Some of these clusters (e.g. 1ŋwó and 1ŋe) were already identified in previous
study (Quint 2010b). However, the present clusterization has undoubtedly
enriched and refined the analysis and contributed to better distinguish and indi-
vidualize these morphological patterns. It also helps to grasp the most significant
characteristics of the subject formwhich account for the actual formof the object of
a given noun in Koalib. These characteristics belong to various linguistic levels,
such as (i) phonology: lexical tone (and in particular final tone(s)); final pho-
neme(s); saturation; number of syllables; (ii) diachrony: endo- or exogenous
origin; (iii) semantics and morphology: noun types (common vs. proper, derived
vs. basic).

However, these many factors do not allow us yet to make accurate predictions
in all cases: for example, the characteristics of the subject defined (see Table 8
above) for subcluster 3 (i), namely HL or D sequence + final /a/ are compatible with
the characteristics of the subject defined for subcluster 1 (i), namely final –L and
final /à/, hence the difficulty of the decision trees to recognize items belonging to
cluster 3. In a similar vein, it is quite difficult to explain why a given item should
belong to subcluster 1e (subject = (L)n + final –C + unsaturated) or to subclusters 2
(ii) +(è) or 2 (ii) +(à), whose characteristics for subject match those of subcluster 1e.
Actually, what the clusters method was able to put in evidence is the existence of
recurring subject-object pairings in Koalib and the fact that these pairings do
cluster in quite consistent morphological patterns. Regarding its predictive power,
the clusters method, despite the significant results that it has obtained, is still
failing to predict the object form of a given Koalib item with a high degree of
accurateness. These limitations may also be due to the power of the algorithm but
also to the nature of the input given to the model (some new parameters might be

Inferring Koalib case paradigms 25



Ta
bl
e

:
Th

e
m
or
ph

ol
og

ic
al

pa
tt
er
ns

at
te
st
ed

in
th
e
au

to
m
at
ic
al
ly
id
en

ti
fi
ed

cl
us

te
rs
.T

he
ab

br
ev
ia
ti
on

s
ar
e
in
te
rp
re
te
d
as

fo
llo

w
s:

S
ub

=
su

bc
lu
st
er
,

IN
D
IF
=
in
di
ff
er
en

t,
N
A
=
no

t
at
te
st
ed

,p
r
=
pr
op

er
no

un
,d

v
=
de

ve
rb
al
,s

yl
=
sy
lla

bl
e.

S
ub

je
ct

O
bj
ec
t

C
lu
st
er

S
ub

To
ne

Fi
na

lp
ho

ne
m
e

S
at
ur
at
io
n

O
th
er

To
ne

S
uf
fi
x


(i
)

-L
a

IN
D
IF

N
A

=
S

N
A

(i
i)

(L
) n

C
-

N
A

=
S

N
A


a

-H
L/
-D

C
an

d
no

t
/a
/

IN
D
IF

+e
xo

ge
no

us
-H
LH

/-
D
H

á

e

(i
)

-L
H

C
(-
ŋ)

IN
D
IF

N
A

LH
H

é
(i
i)

(L
) n

C
-

N
A

(L
) n

+


è

ŋw

ó
IN
D
IF

IN
D
IF

IN
D
IF

pr
S
-H

ŋw
ó


ŋe

-L
H
/-
FH

V
IN
D
IF

N
A

-L
H
H
/-
FH

H
ŋé


O
th

IN
D
IF

IN
D
IF

IN
D
IF


sy
l

IN
D
IF

IN
D
IF


(i
)+

à
(L
) n
H
L/

H
LL

aC
+

N
A

(L
) n
LH

L/
LL
H
L

è
(i
)+

è
(L
) n
H
L/

H
LL

V
C
an

d
V
≠
/a
/

+
N
A

(L
) n
LH

L/
LL
H
L

à
(i
i)
+
è

(L
) n

aC
V
n

V
r

-
N
A

(L
) n

−

H
L

è
(i
i)
+
à

(L
) n

la
st

V
≠
/a
/,
C
≠
/n
,r
/

-
N
A

(L
) n

−

H
L

à
(i
ii)

H
L

C
-

N
A

LL
L

è


(i
)

.H
L.
/.
D
.

a
IN
D
IF

N
A

.L
L.
/.
L.

N
A

(i
i)

LL
/
L

V
/
V
V

IN
D
IF


sy
l/

sy
l

H
L/

D
N
A


(i
)

(H
) n

IN
D
IF

+
N
A

(L
) n
H

á
(i
i)

(L
) n

IN
D
IF

+
N
A

H
(L
) n

−

H

á
(i
ii)

H
L

V
V

-
N
A

LL
H

á


(i
)

IN
D
IF

IN
D
IF

-

sy
l

IN
D
IF

IN
D
IF

(i
i)

H
L

V
V

-

sy
l

LL
H

á

26 Quint and Allassonnière-Tang



taken into account) and/or to the sheer complexity of Koalib case morphology,
which may display a fair amount of idiosyncrasies which simply do not fit the
(known) rules.

4.2 Linguistic analysis of the decision trees

The high performance of the first cluster and its subclusters is linguistically
expected, since it is more semantically transparent and/ormore regular in terms of
phoneme and tone changes. As an example, the nouns taking the suffix /ŋwó/ are
mostly proper nouns (see above Section 4.1). Proper nouns are annotated within
the noun type information, which provides a direct clue to the classifier. Moreover,
the object case of proper nouns only involves the suffixation of /ŋwó/ and does not
involve any other change in the lexeme. Thus, the classifier can very easily identify
the nouns affiliated to the case paradigm of cluster 1ŋwó. The other clusters for
which the classifier reaches an acceptable accuracy are also linguistically pre-
dicted clusters. As an example, cluster 2 and 4 include the object case paradigms
mostly characterized by an /a/ suffix that carries either a L or a H tone and by a tone
change on the lexeme. Cluster 3 is relatively harder to identify since its tokens are
very similar to the tokens in cluster 1 (see final discussion in Section 4.1), the only
difference being the change of tonal pattern on the stem for cluster 3. Finally,
cluster 5 is extremely small and comprises most of the outliers of the data, which
undergo aword-internal change in addition to suffixation. The relatively small size
of cluster 3 and 5 is also likely to have a negative impact on the performance of the
classifier.

If we consider the three top-recurring variables in the random forest classifiers
(see Table 7), the distinction between proper versus common noun is clearly
conspicuous from a linguistic point of view. It corresponds to the first node of the
single decision tree (see Figure 4) and emphasizes the fact that virtually all proper
nouns are inflected for object on a semantic basis and with a very recognizable
suffix, namely /ŋwó/. The third variable, the presence (or absence) of a final
phoneme /a/, is one of the main criteria used to define 3 of the 17 commonest
morphological patterns for the object case in Koalib (see Table 8), i.e. subclusters 1
(i), 3 (i) (final /a/ dominant for both) and cluster 1a (final /a/ not allowed). Here
again, the fact that final phoneme /a/ is analyzed by the random forests classifier
as a significant variable and that at the same time it is a basic phonological
criterion shared by both subclusters 1 (i) and 3 (i) explains why the classifier has
such a low performance in identifying cluster 3 as a separate morphological
category (see Tables 5 and 6).
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4.3 Comparison with previous studies

In terms of accuracy, previous studies (Boychev 2013) obtained an accuracy of 64%
on a data set of 1,200 nouns when only considering the contrast between H and L

tones. Our experiments result in an accuracy of around 80% on a data set of 2,677
nounswhile considering the difference between all four tones found inKoalib: H, L,
F, and R. It is important to point out that our study used automatic clustering
instead of manual labeling of tonal and segmental changes. The results are thus
not entirely comparable, as Boychev (2013) worked on a database different from
the one used here: in Boychev’s database, (i) proper and exogenous (i.e. borrowed
from Arabic and English) nouns had been excluded, (ii) a lexical root was counted
only once even if it appeared in several lexical items, e.g. Koalib kwór, ‘man’, ŋór
‘manhood’ and ţór ‘child’ are all derived from the same lexical root, -ór ‘man’ to
which several class-prefixes are added (kw- for human beings, ŋ- for abstract
nouns, ţ- for diminutives) and the object case remains the same for all items
derived from the same lexeme: kwòoró ‘man’ (O), ŋòoró ‘manhood’ (O), ţòoró (O). In
Boychev, kwór, ŋór and ţórwere counted as one item (because they share the same
lexical root) whereas in the present study they were counted as three different
items, as they appear as three different entries in the data and indeed are associ-
ated with different meanings, some of which are not necessarily transparent, e.g.
kwór only refers to a ‘male adult’ while ţór refers to any child, independently of
their gender; (iii) the database used here is significantly more complete and reli-
able than the one used by Boychev, as Quint and Ali Karmal Kokko (2022) have
since then been busy in increasing both the lexical coverage and the quality of the
forms of case inflection for eachnominal item. Be that as itmay and in spite of these
sampling differences, the present results admittedly show a significant improve-
ment both from a quantitative and qualitative point of view.

If we compare our study with Quint (2010b), developed without the use of
machine learning, the present study (as well as Boychev (2013)’s) has the main
advantage of enabling a global coverage of all morphological patterns. Previous
studies were able to identify several of the most common recurring morphological
patterns (e.g. 1e (i), 1ŋwó, 1ŋe, 3 (i), 3 (ii), 4 (i) and 4 (ii) (see Table 8), but several
others were missed due to the limits imposed on the human brain in capturing the
many parameters or characteristics involved in the morphology of the object case
in Koalib. This is particularly the case of the various morphological patterns and
subclusters of cluster 2, which illustrate the role played by saturation and the last
(non necessarily final) vowel of the subject form. The previous studies had always
failed to describe so precisely the interplay of factors that characterize these
subclusters. In terms of classification, on the one hand, our results corroborate
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previous studies by showing that the change of tonal pattern on the stem is helpful
for identifying object case paradigms (Boychev 2013, p. 41). For instance, clusters
1–4 are distinguished based on their different changes of tonal patterns on the
stem. We also find that noun types are relevant for identifying case paradigms, as
most proper nouns take the suffix /ŋwó/ and do not have a change of tonal pattern
on the stem. Finally, we also find that shorter words (less than six phonemes or
skeletal positions) are less likely to have tonal changes on the stem. On the other
hand, in terms of novel contribution, the rules extracted from the decision tree
cover a broader perspective than previous rules. Moreover, their interpretation
through the decision tree allows us to avoid potential conflicts between rules, as
the rules in the tree interact hierarchically and the linguistic analysis of the
identified clusters has enabled us to distinguishmany declensionalmorphological
patterns that had not been previously described or identified.

5 Conclusion

We have shown that quantitative methods of clustering and classification can be
used to identify morphological patterns and rules even in less-studied languages
for which less (diverse) datamight be available.While the results of thesemethods
are supported by the output of our linguistic analysis, it is important to highlight
that the core of the linguistic analysis is based on a solid theoretical underpinning
and a thorough understanding of the language warranted by the use of a corpus,
the native competence of our language consultants and a significant exposure of
the first author to spoken Koalib and Koalib traditional life. The quantitative
methods are only a supplementary tool that can help in generating and testing
linguistic hypotheses. The results presented here clearly show that this cross-
disciplinary approach is not only successful in verifying linguistic hypotheses, but
also helpful in identifying new conditioning factors and interactions within lan-
guage data.

In terms of limitation, as for any newmethodology, there remains a number of
important questions to clarify. In terms of linguistic analysis, a more refined
synchronic and diachronic analysis of the identified clusters is required. In terms
of quantitative analysis, additional methods and parameters should be consid-
ered. In the current study, we only explored the potential of one clustering method
and two tree-based classifiers, without tuning their individual parameters. On the
one hand, additional experiments should be conducted to evaluate the general
performance of thesemethods. On the other hand, othermethods of clustering and
classification should also be tested to find the results with the best performance.
The use of othermethods of sampling and/or data treatmentmay also contribute to
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the improvement of our results. The data used in this study also depended greatly
on the intuitions of one main language consultant: the use of a wider sample of
reference Koalib speakers should probably contribute to refining and developing
our model in the future and check whether and how the present results are
generalizable to the whole Koalib-speaking community.

6 List of abbreviations

CLF = noun class marker, DEM = demonstrative, PFV = perfective, PL = plural,
PRF = perfect, PROX = proximal, SG = singular.
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